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**Figure S8.1: Surface temperature:**

Each page of figure S8.1a shows:
- Upper left panel: Observed annual-mean sea surface temperature (SST) climatology and, over land, surface air temperature climatology (°C).
- Upper center panel: Corresponding field averaged over the multi-model ensemble (°C).
- All other panels: Corresponding individual model results (°C).
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Each page of figure S8.1b shows:

- Upper left panel: Observed annual-mean sea surface temperature (SST) climatology and, over land, surface air temperature climatology (°C).
- Upper center panel: Multi-model mean error (°C), simulated minus observed.
- Upper right panel: Root-mean-square model error (°C), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models).
- All other panels: Individual model errors (°C), simulated minus observed.

The HadISST (Rayner et al., 2003) climatology of SST for 1980-1999 and the CRU (Jones et al., 1999) climatology of surface air temperature over land for 1961–1990 are shown here. The model results are for the same period of the CMIP3 20th Century simulations. In the presence of sea ice, the SST is assumed to be at the approximate freezing point of sea water (~1.8 °C).
Figure S8.2: Surface temperature standard deviation:

Each page of figure S8.2a shows:
- Upper left panel: Observed standard deviation of sea surface temperature (SST) and, over land, surface air temperature (°C), computed over the climatological monthly mean annual cycle.
- Upper center panel: Corresponding field averaged over the multi-model ensemble (°C).
- All other panels: Corresponding individual model results (°C).
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Each page of figure S8.2b shows:

- Upper left panel: Observed standard deviation of sea surface temperature (SST) and, over land, surface air temperature (°C), computed over the climatological monthly mean annual cycle.
- Upper center panel: Multi-model mean error (°C), simulated minus observed.
- Upper right panel: Root-mean-square model error (°C), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models).
- All other panels: Individual model errors (°C), simulated minus observed.

The HadISST (Rayner et al., 2003) climatology of SST for 1980-1999 and the CRU (Jones et al., 1999) climatology of surface air temperature over land for 1961–1990 are shown here. The model results are for the same period of the CMIP3 20th Century simulations. In the presence of sea ice, the SST is assumed to be at the approximate freezing point of sea water (−1.8 °C).
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Figure S8.3: Diurnal range of surface air temperature over land:

Each page of figure S8.3a shows:
- Upper left panel: Observed diurnal range of surface air temperature over land, annual averaged (°C).
- Upper center panel: Corresponding field averaged over the multi-model ensemble (°C).
- All other panels: Corresponding individual model results (°C).
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Each page of figure S8.3b shows:
- Upper left panel: Observed diurnal range of surface air temperature over land, annual averaged (°C).
- Upper center panel: Multi-model mean error (°C), simulated minus observed.
- Upper right panel: Root-mean-square model error (°C), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models).
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Figure S8.3c shows:

- Diurnal range of surface air temperature, averaged zonally over land areas and averaged annually.

The observations are from the CRU surface air temperature dataset for the period 1961-1990 (Mitchell and Jones, 2005), and the model results are from years 1980-1999 of the CMIP3 20th Century simulations. Observations are unreliable over Greenland.
Each page of figure S8.4a shows:
- Upper left panel: Observed annual-mean air temperature climatology (°C), averaged zonally.
- Upper center panel: Corresponding field averaged over the multi-model ensemble (°C).
- All other panels: Corresponding individual model results (°C).
Supplementary Material: Chapter 8 Climate Models and Their Evaluation

Air Temperature

- ERA40
- MIROC3.2(medres)
- MRI-CGCM2.3.2
- PCM
- UKMO-HadCM3
- UKMO-HadGEM1

Mean Model
Each page of figure S8.4b shows:

- Upper left panel: Observed annual-mean air temperature climatology (°C), averaged zonally.
- Upper center panel: Multi-model mean error (°C), simulated minus observed.
- Upper right panel: Root-mean-square model error (°C), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models).
- All other panels: Individual model errors (°C), simulated minus observed.

The observational estimate is from years 1980-1999 of the ECMWF Reanalysis (ERA40, Uppala et al., 2005), and the model climatologies are calculated for the same period of the CMIP3 20th Century simulations.
Figures S8.5: Zonal mean shortwave radiation reflected to space:

The first page of figure S8.5 shows:

- Observed and simulated annual-mean, zonally-averaged shortwave radiation reflected to space.
The second page of figure S8.5 shows:

- Individual model errors in annual-mean zonally-averaged shortwave radiation reflected to space.

The ERBE (Barkstrom et al., 1989) observational estimates shown here are from 1985–1989 satellite-based radiometers, and the model results are for the same period of the CMIP3 20th Century simulations.
Figure S8.6: Shortwave radiation reflected to space:

Each page of figure S8.6a shows:

- Upper left panel: Observed shortwave radiation reflected to space (W m$^{-2}$).
- Upper center panel: Corresponding field averaged over the multi-model ensemble (W m$^{-2}$).
- All other panels: Corresponding individual model results (W m$^{-2}$).
Each page of figure S8.6b shows:

- Upper left panel: Observed shortwave radiation reflected to space (W m\(^{-2}\)).
- Upper center panel: Multi-model mean error (W m\(^{-2}\)), simulated minus observed.
- Upper right panel: Root-mean-square model error (W m\(^{-2}\)), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models).
- All other panels: Individual model errors (W m\(^{-2}\)), simulated minus observed.

The ERBE (Barkstrom et al., 1989) observational estimates shown here are from 1985–1989 satellite-based radiometers, and the model results are for the same period of the CMIP3 20th Century simulations.
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Figure S8. 7: Zonal mean outgoing longwave radiation:

The first page of figure S8.7 shows:

- Observed and simulated annual-mean, zonally-averaged outgoing longwave radiation.
The ERBE (Barkstrom et al., 1989) observational estimates shown here are from 1985–1989 satellite-based radiometers, and the model results are for the same period of the CMIP3 20th Century simulations.

The second page of figure S8.7 shows:

- Individual model errors in annual-mean zonally-averaged outgoing longwave radiation.

![LW Radiation Error (W m\(^{-2}\))](image-url)
**Figure S8.8: Outgoing longwave radiation:**

Each page of figure S8.8a shows:
- Upper left panel: Observed outgoing longwave radiation (W m\(^{-2}\)).
- Upper center panel: Corresponding field averaged over the multi-model ensemble (W m\(^{-2}\)).
- All other panels: Corresponding individual model results (W m\(^{-2}\)).
Each page of figure S8.8b shows:

- Upper left panel: Observed outgoing longwave radiation (W m\(^{-2}\)).
- Upper center panel: Multi-model mean error (W m\(^{-2}\)), simulated minus observed.
- Upper right panel: Root-mean-square model error (W m\(^{-2}\)), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models).
- All other panels: Individual model errors (W m\(^{-2}\)), simulated minus observed.

The ERBE (Barkstrom et al., 1989) observational estimates shown here are from 1985–1989 satellite-based radiometers, and the model results are for the same period of the CMIP3 20th Century simulations in the multi-model dataset at PCMDI.
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**Figure S8.9: Precipitation:**

Each page of figure S8.9a shows:
- Upper left panel: Observed annual-mean precipitation (cm).
- Upper center panel: Corresponding field averaged over the multi-model ensemble (cm).
- All other panels: Corresponding individual model results (cm).
Each page of figure S8.9b shows:

- Upper left panel: Observed annual-mean precipitation climatology (cm).
- Upper center panel: Multi-model mean error (cm), simulated minus observed.
- Upper right panel: Root-mean-square model error (cm), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models).
- All other panels: Individual model errors (cm), simulated minus observed.

The CMAP (Xie and Arkin, 1997) observation-based climatology for 1980–1999 is shown, and the model results are for the same period of the CMIP3 20th Century simulations. Observations were not available in the grey regions.
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The first page of figure S8.10 shows:

- Observed and simulated annual-mean, zonally-averaged precipitation amount.
The second page figure S8.10 shows:
- Individual model errors in annual-mean zonally-averaged precipitation amount.

The CMAP (Xie and Arkin, 1997) observation-based climatology for 1980–1999 is shown, and the model results are for the same period of the CMIP3 20th Century simulations. Observations were not available in the grey regions.
Figure S8.11: Zonal mean specific humidity cross-sections:

Each page of figure S8.11a shows:
- Upper left panel: Observed annual mean specific humidity climatology (g/kg), averaged zonally.
- Upper center panel: Corresponding field averaged over the multi-model ensemble (g/kg).
- All other panels: Corresponding individual model results (g/kg).
Each page of figure S8.11b shows:

- Upper left panel: Observed annual mean specific humidity climatology (g/kg), averaged zonally.
- Upper center panel: Multi-model mean fractional error, expressed as a percent (i.e., simulated minus observed, divided by observed and multiplied by 100).
- Upper right panel: Root-mean-square model fractional error, expressed as a percent, based on all available IPCC model simulations.
- All other panels: Individual model errors, expressed as a percent (i.e., simulated minus observed, divided by observed and multiplied by 100).

The observational estimate is from the 40-year European Reanalysis (ERA40, Uppala et al., 2005) based on observations over the period 1980-1999. The model results are from the same period of the CMIP3 20th Century simulations.
Figure S8.12: Ocean potential temperature cross-sections:

Each page of figure S8.12a shows:
- Upper left panel: Observed annual mean potential temperature climatology (°C), averaged zonally over all ocean basins.
- Upper center panel: Corresponding field averaged over the multi-model ensemble (°C).
- All other panels: Corresponding individual model results (°C).

The observations are from the 2004 World Ocean Atlas (WOA-2004) compiled by Levitus et al. (2005) for the period 1957-1990, and model results are for the same period of the CMIP3 20th Century simulations.
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Each page of figure S8.12b shows:
- Upper left panel: Observed annual mean potential temperature climatology (°C), averaged zonally over all ocean basins.
- Upper center panel: Multi-model mean error (°C), simulated minus observed.
- Upper right panel: Root-mean-square model error (°C), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models).
- All other panels: Individual model errors (°C), simulated minus observed.

The observations are from the 2004 World Ocean Atlas (WOA-2004) compiled by Levitus et al. (2005) for the period 1957-1990, and model results are for the same period of the CMIP3 20th Century simulations.
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Figure S8.13: Ocean salinity cross-sections:

Each page of figure S8.13a shows:
- Upper left panel: Observed annual mean salinity (PSU), averaged zonally over all ocean basins.
- Upper center panel: Corresponding field averaged over the multi-model ensemble (PSU).
- All other panels: Corresponding individual model results (PSU).

The observations are from the 2004 World Ocean Atlas (WOA-2004) compiled by Levitus et al. (2005) for the period 1957-1990, and model results are for the same period of the CMIP3 20th Century simulations.
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Each page of figure S8.13b shows:

- Upper left panel: Observed annual mean salinity (PSU), averaged zonally over all ocean basins.
- Upper center panel: Multi-model mean error (PSU), simulated minus observed.
- Upper right panel: Root-mean-square model error (PSU), based on all available IPCC model simulations (i.e., square-root of the sum of the squares of individual model errors, divided by the number of models).
- All other panels: Individual model errors (PSU), simulated minus observed.

The observations are from the 2004 World Ocean Atlas (WOA-2004) compiled by Levitus et al. (2005) for the period 1957-1990, and model results are for the same period of the CMIP3 20th Century simulations.
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Figure S8.14: Zonal mean net surface heat flux:

Figure S8.14 shows:
- Annual mean, zonally averaged, total surface heat flux into the oceans.

The observational estimates are from da Silva (1994) and are based on COADS observations over the period 1945-1989. The model results are from years 1980-1999 of the CMIP3 20th Century simulations.
Figure S8.15: Ocean meridional overturning streamfunction:

Each page of figure S8.15 shows:
- Upper center panel: Ocean meridional overturning streamfunction, averaged over the multi-model ensemble (Sv).
- All other panels: Corresponding individual model results (Sv).
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Supplementary Table for Section 8.8

Table S8.1 Parameter values used in a simple climate model (MAGICC) to approximately reproduce results from the AOGCM multi-model dataset at PCMDI.

<table>
<thead>
<tr>
<th>AOGCM</th>
<th>$F_{2\times}$ ($\text{W m}^{-2}$)</th>
<th>$\Delta T_{\text{eff}}$ (°C)</th>
<th>$k$ (cm² s⁻¹)</th>
<th>RLO</th>
</tr>
</thead>
<tbody>
<tr>
<td>3: CCSM3</td>
<td>3.95</td>
<td>2.37</td>
<td>1.73</td>
<td>1.18</td>
</tr>
<tr>
<td>4: CGCM3.1(T47)</td>
<td>3.32</td>
<td>3.02</td>
<td>1.57</td>
<td>1.58</td>
</tr>
<tr>
<td>6: CNRM-CM3</td>
<td>3.71</td>
<td>2.45</td>
<td>1.21</td>
<td>1.10</td>
</tr>
<tr>
<td>7: CSIRO-Mk3.0</td>
<td>3.47</td>
<td>2.21</td>
<td>2.03</td>
<td>1.33</td>
</tr>
<tr>
<td>8: ECHAM5/MPI-OM</td>
<td>4.01</td>
<td>3.86</td>
<td>1.22</td>
<td>1.41</td>
</tr>
<tr>
<td>9: ECHO-G</td>
<td>3.71</td>
<td>3.01</td>
<td>2.01</td>
<td>1.65</td>
</tr>
<tr>
<td>10: FGOALS-g1.0</td>
<td>3.71</td>
<td>1.97</td>
<td>4.57</td>
<td>1.64</td>
</tr>
<tr>
<td>11: GFDL-CM2.0</td>
<td>3.50</td>
<td>2.35</td>
<td>1.42</td>
<td>1.47</td>
</tr>
<tr>
<td>12: GFDL-CM2.1</td>
<td>3.50</td>
<td>2.28</td>
<td>2.23</td>
<td>1.58</td>
</tr>
<tr>
<td>14: GISS-EH</td>
<td>4.06</td>
<td>3.04</td>
<td>2.35</td>
<td>1.21</td>
</tr>
<tr>
<td>15: GISS-ER</td>
<td>4.06</td>
<td>2.57</td>
<td>4.42</td>
<td>1.44</td>
</tr>
<tr>
<td>16: INM-CM3.0</td>
<td>3.71</td>
<td>2.28</td>
<td>0.79</td>
<td>1.10</td>
</tr>
<tr>
<td>17: IPSL-CM4</td>
<td>3.48</td>
<td>3.83</td>
<td>1.94</td>
<td>1.26</td>
</tr>
<tr>
<td>18: MIROC3.2(hires)</td>
<td>3.14</td>
<td>5.87</td>
<td>1.18</td>
<td>1.15</td>
</tr>
<tr>
<td>19: MIROC3.2(medres)</td>
<td>3.09</td>
<td>3.93</td>
<td>2.29</td>
<td>1.58</td>
</tr>
<tr>
<td>20: MRI-CGCM2.3.2</td>
<td>3.47</td>
<td>2.97</td>
<td>1.22</td>
<td>1.45</td>
</tr>
<tr>
<td>21: PCM</td>
<td>3.71</td>
<td>1.88</td>
<td>1.57</td>
<td>1.45</td>
</tr>
<tr>
<td>22: UKMO-HadCM3</td>
<td>3.81</td>
<td>3.06</td>
<td>1.01</td>
<td>1.65(^a)</td>
</tr>
<tr>
<td>23: UKMO-HadGEM1</td>
<td>3.78</td>
<td>2.63</td>
<td>1.32</td>
<td>1.20</td>
</tr>
</tbody>
</table>

Notes:

$F_{2\times}$: radiative forcing for doubled CO₂ concentration (with stratospheric adjustment). Where available, values were taken from Forster and Taylor (2006), supplemented with information from the modelling groups. The default value is 3.71 Wm⁻² taken from Myhre et al. (1998).

$\Delta T_{\text{eff}}$: effective climate sensitivity at the time of doubled CO₂ concentration, as defined in the glossary and discussed in Section 8.8.2.

k: ocean effective vertical diffusivity.

RLO: ratio of the equilibrium temperature changes over land versus ocean.

\(^a\) This value was set from the AOGCM information rather than being tuned in the optimization procedure.